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Abstract—With the development of cloud computing, outsourcing data to cloud server attracts lots of attentions. To guarantee the security and achieve flexibly fine-grained file access control, attribute based encryption (ABE) was proposed and used in cloud storage system. However, user revocation is the primary issue in ABE schemes. In this article, we provide a ciphertext-policy attribute based encryption (CP-ABE) scheme with efficient user revocation for cloud storage system. The issue of user revocation can be solved efficiently by introducing the concept of user group. When any user leaves, the group manager will update users’ private keys except for those who have been revoked. Additionally, CP-ABE scheme has heavy computation cost, as it grows linearly with the complexity for the access structure. To reduce the computation cost, we outsource high computation load to cloud service providers without leaking file content and secret keys. Notably, our scheme can withstand collusion attack performed by revoked users cooperating with existing users. We prove the security of our scheme under the divisible computation Diffie-Hellman (DCDH) assumption. The result of our experiment shows computation cost for local devices is relatively low and can be constant. Our scheme is suitable for resource constrained devices.
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1 INTRODUCTION

Cloud computing is regarded as a prospective computing paradigm in which resource is supplied as service over the Internet. It has met the increasing needs of computing resources and storage resources for some enterprises due to its advantages of economy, scalability, and accessibility. Recently, several cloud storage services such as Microsoft Azure and Google App Engine were built and can supply users with scalable and dynamic storage.

With the increasing of sensitive data outsourced to cloud, cloud storage services are facing many challenges including data security and data access control. To solve those problems, attribute-based encryption (ABE) schemes [1-3] have been applied to cloud storage services. Sahai and Waters [1] first proposed ABE scheme named fuzzy identity-based encryption which is derived from identity-based encryption (IBE) [4]. As a new proposed cryptographic primitive, ABE scheme not only has the advantage of IBE scheme, but also provides the characteristic of “one-to-many” encryption. Presently, ABE mainly includes two categories called ciphertext-policy ABE (CP-ABE) [2] and key-policy ABE (KP-ABE) [3]. In CP-ABE, ciphertexts are associated with access policies and user’s private keys are associated with attribute sets. A user can decrypt the ciphertext if his attributes satisfy the access policy embedded in the ciphertext. It is contrary in KP-ABE. CP-ABE is more suitable for the outsourcing data architecture than KP-ABE because the access policy is defined by the data owners. In this article, we present an efficient CP-ABE with user revocation ability.

1.1 Related Work

Although ABE has shown its merits, user revocation and attribute revocation are the primary concerns. The revocation problem is even more difficult peculiarly in CP-ABE schemes, because each attribute is shared by many users. This means that revocation for any attribute or any single user may affect the other users in the system. Recently, some work [5-9] has been proposed to solve this problem in efficient ways. Boldyreva et al. [5] presented an IBE scheme with efficient revocation, which is also suitable for KP-ABE. Nevertheless, it is not clear whether their scheme is suitable for CP-ABE. Yu et al. [6] provided an attribute based data sharing scheme with attribute revocation ability. This scheme was proved to be secure against chosen plaintext attacks (CPA) based on DDH assumption. However, the length of ciphertext and user’s private key are proportional to the number of attributes in the attribute universe. In the key generation, encryption and decryption stages, computation involves all attributes in the attribute universe. Hence, it is expensive in communication and computation cost for users. Tysowski et al. [8] gave an easy method to perform user revocation operation by combining CP-ABE with re-encryption. In their scheme, each user belongs to a group and holds a group secret key issued by the group. However, their scheme does not resist collusion attack performed by revoked users cooperating with existing users. The reason is that each user’s group secret key is same in the same group. The attributes of the revoked users can be used by the user in the same group without the specified attrib-
utes. Additionally, we point out that there is the same security risk in the schemes [7, 9].

Through applying ABE schemes to cloud storage services, we can both ensure the security of stored data and achieve fine-grained data access control. Unfortunately, ABE scheme requires high computation overhead during performing encryption and decryption operations. This defect becomes more severe for lightweight devices due to their constrained computing resources. To reduce the computation cost for resource-constrained devices, some cryptographic operations with high computational load were outsourced to cloud service providers [10-13]. Combined proxy re-encryption with lazy re-encryption technique, Yu et al. [10] designed a KP-ABE scheme with fine-grained data access control. This scheme requires that the root node in the access tree is an AND gate and one child is a leaf node which is associated with the dummy attribute. The dummy attribute is required to be included in every data document’s attribute set and will never be updated. In their scheme, cloud service provider stores all the private key components for user’s private key except for the one corresponding to the dummy attribute. However, cloud service provider does not learn the plaintext for any data document. Green et al. [11] provided an efficient CP-ABE scheme with outsourcing decryption. In their scheme, user’s private key is blinded through using a random number. Both the private key and the random number are kept secret by the user. The user shares his blinded private key to a proxy to perform outsourced decryption operation. In this paper, we use the similar techniques as [10-11] to extend our scheme with outsourcing ability.

However, there is a major limitation to single-authority ABE as in IBE. Namely, each user authenticates him to the authority, proves that he has a certain attribute set, and then receives secret key associated with each of those attributes. Thus, the authority must be trusted to monitor all the attributes. It is unreasonable in practice and cumbersome for authority. Chase [14] designed a multi-authority ABE scheme with central authority. Their scheme is proved secure in the selective attribute model. Liu et al. [15] proposed a fully secure multi-authority CP-ABE which includes multiple central authorities so that no single authority can decrypt any ciphertext. In order to protect privacy of the user, Han et al. [16] presented a decentralized KP-ABE scheme with privacy-preserving. Similarly, Qian et al. [17] provided a decentralized CP-ABE with fully hidden access structure. Furthermore, they [18] proposed a privacy-preserving personal health record using multi-authority ABE with revocation. Recently, some traceable CP-ABE schemes [19-21] were proposed in order to find out an efficient solution to identify malicious users who purposely share their decryption keys.

1.2 Our Motivation and Contribution

Security issues are main obstacles for wide application of cloud computing. Recently, Yu et al. [22] presented a multi-keyword top-k retrieval searchable encryption scheme so as to solve data privacy issues. To ensure security for data outsourcing, Yang et al. [23] proposed a secure over-

lay cloud storage system with ability for file assured deletion and policy-based access control. In this article, we focus on designing a CP-ABE scheme with efficient user revocation for cloud storage system. We aim to model collusion attack performed by revoked users cooperating with existing users. In the scheme [8], when a user leaves from a user group, the group manager only revokes his group secret key which implies that the user’s private key associated with attributes is still valid. If someone in the group intentionally exposes the group secret key to the revoked user, he can perform decryption operations through his private key. To clarify this attack, a concrete instance is given. Assume that the data is encrypted under the policy “professor AND cryptography” and the group public key $GPK$. Suppose that there are two users: user and user, whose private keys are associated with the attribute sets {male, professor, cryptography} and {male, student, cryptography} respectively. If both of them are in the group and hold the group secret key, then user can decrypt the data but user can’t. When user is revoked from the group, he can’t decrypt alone because he does not have the updated group secret key. However, the attributes of user are not revoked and user has the updated group secret key. So, user can collude with user to perform the decryption operation. Furthermore, security model and proof were not provided in their scheme [8].

Inspired by [6, 8, 24], we give a formal definition and security model for CP-ABE with user revocation. Furthermore, we construct an efficient user revocation CP-ABE scheme through improving the scheme in [8] and prove our scheme is CPA secure under the selective model. To solve above security issue, we embed a certificate into each user’s private key. In this way, each user’s group secret key is different from others and bound together with his private key associated with attributes. To reduce users’ computation burdens, we introduce two cloud service providers named encryption-cloud service provider (E-CSP) and decryption-cloud service provider (D-CSP). The duty of E-CSP is to perform outsourced encryption operation and D-CSP is to perform outsourced decryption operation. As in [10], access tree used in encryption is defined as in Fig. 1. The root node is an AND gate and one child is a leaf node which is associated with the dummy attribute. The dummy attribute is required to be included in every user’s attribute set. In Fig. 1, user A’s attributes satisfy the access tree while user B’s attributes do not. In the encryption phase, the operation associated with the dummy attribute is performed locally while the
operation associated with the sub-tree is outsourced to E-CSP. To securely outsource decryption operation with heavy bilinear computation, user’s private key is blinded as in [11].

1.3 Paper Organization
In section 2, we give preliminaries used throughout this paper. The outline of the scheme is presented in section 3. In section 4, we present a security model of our scheme. In section 5, a concrete construction is given. In section 6, we give a security analysis about our scheme. Section 7 shows an experiment for our scheme. We conclude our paper in section 8.

2 PRELIMINARIES
2.1 Bilinear Pairings [25]
Let \( G \) and \( G_1 \) be cyclic groups with prime order \( p \). A bilinear map \( e: G \times G \rightarrow G_1 \) has the following properties.

1. Bilinearity. \( \forall g_1, g_2 \in G, e(g_1, g_2) = e(g_1, g_2) \), where \( a, b \in \mathbb{Z}_p^* \).
2. Non-degeneracy. \( e(g_1, g_2) \neq 1 \).
3. Computability. There is an efficient algorithm to compute \( e(g_1, g_2) \).

2.2 Divisible Computation Diffie-Hellman (DCDH) Assumption [30]

DCDH Problem. Let \( G \) be a group with prime order \( p \). \( g \) is a generator in \( G \). For a given tuple \( \langle g, g^a, g^b \rangle \) where \( a, b \in \mathbb{Z}_p^* \), the DCDH problem is to output \( g^{ab} \).

DCDH Assumption. We say that DCDH assumption holds if no probabilistic polynomial time (PPT) adversaries can solve the DCDH problem with at most a negligible advantage.

The DCDH Problem is an equivalent variation of computational Diffie-Hellman problem [30].

2.3 Access Structure [26]
Let \( P = \{ P_1, P_2, \ldots, P_n \} \) be a set of parties. A collection \( A \subseteq 2^P \) is monotone if \( \forall B, C: \text{if } B \subseteq A \text{ and } B \subseteq C \text{ then } C \subseteq A \). An access structure is a collection \( A \) for non-empty subsets of \( P \), i.e., \( A \subseteq 2^P \setminus \{\emptyset\} \). The sets in \( A \) are named the authorized sets, and the sets not in \( A \) are named the unauthorized sets.

2.4 Ciphertext-Policy Attribute-Based Encryption
A basic CP-ABE scheme [2] concludes the following fundamental algorithms:

Setup(\( \lambda \)): This algorithm takes a security parameter \( \lambda \) as input. It outputs a public parameter \( PK \) and a master key \( MK \).

Encrypt(\( PK, M, A \)): This algorithm takes the public parameter \( PK \), a message \( M \), and an access policy \( A \) in the attribute universe as input. The algorithm outputs a ciphertext \( CT \) such that only the user whose attribute set satisfies the access policy can decrypt. We assume that the ciphertext implicitly includes \( A \).

KenGen(MK, S): This algorithm takes the master key \( MK \) and an attribute set \( S \) as input. It outputs a private key \( SK \) with respect to the attribute set \( S \).

Decrypt(PK, CT, SK): This algorithm takes the public parameter \( PK \), a ciphertext \( CT \), and a private key \( SK \) as input. If the user’s attribute set \( S \) satisfies the access structure \( A \) embedded in the \( CT \), then the algorithm decrypts the ciphertext successfully and returns \( M \).

2.5 Proxy Re-Encryption
Proxy re-encryption [27] allows an honest-but-curious proxy to convert a ciphertext encrypted by Alice’s public key into a new ciphertext that is able to be decrypted by Bob’s secret key. In this process, the proxy is unable to get the underlying plaintext. More formally, a proxy re-encryption scheme enables the proxy with the proxy re-encryption key to translate ciphertext encrypted by public key \( pk_a \) into ciphertext encrypted by public key \( pk_b \).

3 OUTLINE OF CP-ABE WITH EFFICIENT USER REVOCATION
3.1 Explanation of Symbols
There are seven entities in total in our scheme. They are listed in Table 1.

\[
\begin{array}{|c|c|}
\hline
\text{Symbol} & \text{Description} \\
\hline
\text{TA} & \text{Trusted Authority} \\
\text{GM} & \text{Trusted Group Manager} \\
\text{DO} & \text{Data Owner} \\
\text{DU} & \text{Data User} \\
\text{CSS} & \text{Cloud Storage Server} \\
\text{E-CSP} & \text{Encryption-Cloud Service Provider} \\
\text{D-CSP} & \text{Decryption-Cloud Service Provider} \\
\hline
\end{array}
\]

TA is a trusted authority who authenticates users’ attribute sets and generates corresponding private keys for them. GM is a trusted group manager who generates certificates for users, updates the private keys of users, and applies CSS for re-encryption operations. CSS in our...
scheme is a cloud storage server, who is honest-but-curious. To reduce the computation cost for cryptographic operations, we outsource most of encryption operation to E-CSP and decryption operation to D-CSP. Users in the system play two roles: data owner and data user. They are denoted as DO and DU respectively. Our system model is shown in Fig. 2.

### 3.2 Algorithm Definition

In our CP-ABE scheme with user revocation, we assume that a user’s private key includes two parts. One is associated with his authorized attributes and the other one is associated with the group which he belongs to. When one or more users leave the group, GM updates group key pair and updates private keys for existing users. To revoke their access ability to the stored data, GM also applies for re-encryption operations from CSS. A workflow of all algorithms is described in Fig. 3. A CP-ABE scheme with user revocation consists of the following eight algorithms.

**SystemSetup**(\(\lambda\) \(\rightarrow\) \(\{MK,PK\}\)) : This algorithm is performed by TA. It takes a security parameter \(\lambda\) as input and outputs its master key \(MK\) and public parameter \(PK\).

**GroupSetup**(\(PK\)) \(\rightarrow\) \(\{GMK_0,GPK_0,Dic_0\}\) : This algorithm is performed by GM. It takes \(PK\) as input and outputs the group master key \(GMK_0\), the group public key \(GPK_0\), and a dictionary \(Dic_0\) (initially empty) where 0 denotes initial version. When any user leaves the group, the group key pair and the dictionary will be updated to a new version which increases by 1. In our scheme, we denote current version as \(ver\).

**CertGen**(\(PK,UID,GMK_{ver}\)) \(\rightarrow\) \(\delta_{ver}\) : This algorithm is performed by GM. It takes the public parameter \(PK\), user’s identity \(UID\) and the group master key \(GMK_{ver}\) as input. It outputs a certificate \(\delta_{ver}\) for user whose identity is \(UID\).

**KeyGen**(\(PK,GMK_{ver},GPK_{ver},S,UID,\delta_{ver}\)) \(\rightarrow\) \(\{DSK_{ver},UP_{ver}\}\) : In this algorithm, TA takes the public parameter \(PK\), the master key \(MK\), the group public key \(GPK_{ver}\), user’s attribute set \(S\), user’s identity \(UID\) and corresponding certificate \(\delta_{ver}\) as input. It outputs a private key \(DSK_{ver}\) and a tuple \(UP_{ver}\). \(UP_{ver}\) is used to update private key of the user. TA sends \(DSK_{ver}\) to the user. The tuple \(UP_{ver}\) is sent to GM and added into the dictionary \(Dic_{ver}\).

**Encrypt**(\(PK,GPK_{ver},M,A\)) \(\rightarrow\) \(CT_{ver}\) : This algorithm is performed by DO. It takes the public parameter \(PK\), the group public key \(GPK_{ver}\), a message \(M\), and an access structure \(A\) as input. It outputs a ciphertext \(CT_{ver}\).

**GroupUpdate**(\(PK,GMK_{ver},Dic_{ver}\)) \(\rightarrow\) \(\{GMK_{ver+1},GPK_{ver+1}\}\) : This algorithm is performed by GM. It takes the public parameter \(PK\), the group master key \(GMK_{ver}\), and the dictionary \(Dic_{ver}\) as input. It outputs a pair of new group keys \(\{GMK_{ver+1},GPK_{ver+1}\}\), a re-encryption key \(Re−Key_{ver\rightarrow ver+1}\) used for re-encryption, and an updated dictionary \(Dic_{ver+1}\). Each tuple in the dictionary \(Dic_{ver+1}\) is updated as \(UP_{ver+1}\) and sent to corresponding user in the group. After this step, current version for the group is updated as \(ver+1\). The current group key pairs \(\{GMK_{ver+1},GPK_{ver+1}\}\) are used in the algorithms \(KeyGen()\), and \(Encrypt()\).

**UserUpdate**(\(DSK_{ver},UP_{ver}\)) \(\rightarrow\) \(DSK_{ver+1}\) : This algorithm is performed by the existing users in the group. It takes a private key \(DSK_{ver}\) and a corresponding tuple \(UP_{ver}\) as input and outputs an updated private key \(DSK_{ver+1}\).

**Re−Encrypt**(\(CT_{ver},Re−Key_{ver\rightarrow ver+1}\)) \(\rightarrow\) \(CT_{ver+1}\) : This algorithm is performed by CSS. It takes the ciphertext \(CT_{ver}\) and a re-encryption key \(Re−Key_{ver\rightarrow ver+1}\) as input and outputs a new ciphertext \(CT_{ver+1}\).

**Decrypt**(\(PK,CT_{ver+1},DSK_{ver+1}\)) \(\rightarrow\) \(M\) : This algorithm is performed by DU. It takes \(PK\), \(CT_{ver+1}\) and DU’s private key \(DSK_{ver+1}\) as input. If DU is authorized, it outputs the plaintext \(M\). If not, it outputs \(\bot\).

### 4 Security Model

In our security model, the revoked users may collude with the existing users in the same group to attack this group and achieve access to some data. We assume that the revoked users can get private keys that satisfy the specific access structure but the version is not the current version of the attacked group. On the contrary, existing users are able to get private keys that do not satisfy the specific access structure but the version is the current version. To formalize the security model, the following game between adversary A and challenger B is defined.

**Init**: The adversary A selects the challenge access structure \(A^*\), group identity \(GID^*\), and version number \(ver^*\) and sends them to challenger B.

**Setup**: The challenger B runs \(SystemSetup()\) algorithm to get the master key \(MK\) and the public parameter \(PK\). B runs \(GroupSetup()\) algorithm to get the group master key \(GMK_0\) and the group public key \(GPK_0\) for \(GID^*\). B then uses \(GroupUpdate()\) algorithm to get the group master key \(GMK_{ver}\), the group public key \(GPK_{ver}\), and the re-encryption key \(Re−Key_{ver\rightarrow ver+1}\) from \(ver=1\) to \(ver^*\). Finally, B gives the public parameter \(PK\) and the group public keys \(\{GPK_{ver}\}_{ver^*}^{ver+1}\) to the adversary A. B keeps the master key \(MK\), the group master keys \(\{GMK_{ver}\}_{ver^*}^{ver+1}\), and the re-encryption keys \(\{Re−Key_{ver\rightarrow ver+1}\}_{ver^*}^{ver+1}\).

**Phase 1**: The adversary A launches many queries as follows. In this process, Type-I query and Type-II query
respectively formalize the abilities of the revoked users and the existing users.

- **Type-I query:**
  Certificate query \( \{UID,GID^*, ver\} \) where \( ver < ver^* \).
  The challenger B runs the algorithm \( \text{CertGen}(PK,UID,GMK_{ver}) \) to produce a certificate \( \delta_{ver} \). B returns \( \delta_{ver} \) to A.
  Private key query \( \{UID,GID^*, S, \delta_{ver}\} \) where the attribute set \( S \) satisfies the access policy \( A' \) but the version \( ver \) of \( \delta_{ver} \) must satisfy \( ver < ver^* \). The challenger B runs the algorithm \( \text{KeyGen}(PK,MK,GPK_{ver},S,UID,\delta_{ver}) \) to produce the corresponding private key \( DSK_{ver} \). B returns \( DSK_{ver} \) to A.

- **Type-II query:**
  Certificate query \( \{UID,GID^*, ver^*\} \). The challenger B runs the algorithm \( \text{CertGen}(PK,UID,GMK_{ver}) \) to produce a certificate \( \delta_{ver} \). B returns \( \delta_{ver} \) to A.
  Private key query \( \{UID,GID^*, S, \delta_{ver}\} \) where the attribute set \( S \) does not satisfy the access policy \( A' \). The challenger B runs the algorithm \( \text{KeyGen}(PK,MK,GPK_{ver},S,UID,\delta_{ver}) \) to produce the corresponding private key \( DSK_{ver} \). B returns \( DSK_{ver} \) to A.

- User update query \( \{UID, DSK_{ver}\} \) where \( UID \) has appeared in Type-I private key query and \( ver < ver^* -1 \) (If \( ver=ver^* -1 \), B will refuse this query because the version number of updated private key will be \( ver^* \)). The challenger B responds with a tuple \( UP_{ver+1} \) to A. A runs \( \text{UserUpdate}(DSK_{ver},UP_{ver+1}) \) to get updated private key \( DSK_{ver+1} \).
- Re-encryption query \( \{CT_{ver}\} \) where \( CT_{ver} \) is the ciphertext and \( ver < ver^* \). B responds with ciphertext \( CT_{ver+1} \) through running the algorithm \( \text{Re-Encrypt}(CT_{ver},Re-Key_{ver\rightarrow ver+1}) \).

**Challenge:** Once A checks that Phase 1 is over, it submits two plaintexts \( M_0 \) and \( M_1 \) with equal length to the challenger B. B selects \( b \in \{0,1\} \) at random and computes the challenge ciphertext \( CT_b = \text{Encrypt}(PK,GPK^*,M_b, A') \). B returns \( CT_b \) to A.

**Phase 2:** A launches additional queries as in phase I and B answers as in phase I.

**Guess:** A outputs a guess \( \tilde{b} \in \{0,1\} \). He wins the game if \( \tilde{b} = b \). The advantage for the adversary A winning the game is defined as \( \text{Adv}_A = \left| Pr[\tilde{b} = b] - \frac{1}{2} \right| \).

**Definition 1:** We say that a ciphertext-policy attribute-based encryption scheme with user revocation is CPA secure if
\( Adv_\lambda \) is negligible for any probabilistic polynomial time adversary.

5 **Concrete Construction**

5.1 Access Tree

Before describing our scheme, we review the concept of access tree proposed in [2-3]. In our construction, private keys are bound to attribute sets and messages are encrypted through access trees. Each interior node in the access tree is a threshold gate and the leave nodes are associated with attributes. A user can decrypt a ciphertext only if his attribute set satisfies the access tree embedded in the ciphertext. We use the same notation as [2-3] to describe the access trees.

**Access Tree** \( T \). Let \( T \) be a tree expressing an access policy. Each non-leaf node in the tree expresses a threshold gate, depicted by its children. \( num \) denotes the number of children in node \( x \) and \( k_i \) denotes its threshold value, where \( 0 < k_i \leq num \). The threshold gate means an OR gate when \( k_i = 1 \). It means an AND gate when \( k_i = \text{num} \). Each leaf node \( x \) in the tree is depicted by an attribute and a threshold value \( k_i = 1 \).

In the access trees, a few functions are defined. We represent the parent for the node \( x \) of the tree by \( \text{parent}(x) \). In [2-3], the function \( \text{attr}(x) \) is used to represent the attribute associated with the leaf node \( x \) of the tree. An order among the children for every node in the access tree \( T \) is defined, namely, the children for a node are enumerated from 1 to \( \text{num} \). The function \( \text{index}(x) \) denotes a number associated with the node \( x \), where the index values are uniquely assigned to nodes of the access policy for a given ciphertext in an arbitrary manner.

**Satisfying an Access Tree.** Assume \( T \) is an access tree with root \( R \). \( T_x \) represents the subtree for \( T \) rooted in the node \( x \). Therefore \( T \) is represented as \( T_x \). If attribute set \( S \) satisfies the access tree \( T_x \), it is denoted as \( T_x(S) = 1 \). \( T_x(S) \) is evaluated recursively as follows: If \( x \) is a non-leaf node, we compute \( T_x(S) \) for all children \( x' \) in node \( x \). \( T_x(S) \) outputs 1 if and only if at least \( k_i \) children return 1. If \( x \) is a leaf node, then \( T_x(S) \) outputs 1 if and only if \( \text{attr}(x) \in S \).

5.2 CP-ABE with Efficient User Revocation

Let \( G \) and \( G_r \) be multiplicative cyclic bilinear groups with large prime order \( p \), and \( g \) be a generator of \( G \). Let \( e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_T \) denote the bilinear map.

\[
\Delta_{x,j}(x) = \prod_{j, j_i \in \mathbb{Z}_p} \frac{x-j}{x-j_i} \text{ for } i \in \mathbb{Z}_p \text{ is defined as the Lagrange coefficient and the elements of } S \text{ are in } \mathbb{Z}_p^* \text{. A hash function } H:[0,1]^* \rightarrow G \text{ maps an attribute or an identity to a random group element.}
\]

**SystemSetup(\lambda) \rightarrow \{MK, PK\}**: TA randomly chooses two exponents \( \alpha, \beta \in \mathbb{Z}_p^* \) and calculates \( g^\alpha \) to produce a master key \( MK = \{\beta, g^\alpha\} \). TA then computes \( g^\alpha \cdot g^{\frac{\beta}{p}} \) and \( e(g,g)^\alpha \). \( PK = \{G, g, g^\alpha, e(g,g)^\alpha\} \) is published as the public parameter and \( g^{\frac{\beta}{p}} \) is sent to GM to perform revocation operations.

**GroupSetup(PK) \rightarrow \{GMK_0, GPK_0, Dic_0\}**: GM chooses a random exponent \( \gamma_0 \in \mathbb{Z}_p^* \) as a group master key \( GMK = \{\gamma_0\} \). GM then computes \( g^{\gamma_0} \) and \( e(g,g)^{\gamma_0} \). \( GPK = \{GID, g^{\gamma_0}, e(g,g)^{\gamma_0}\} \) is published as the group public key, where \( GID \) is group identity. \( Dic_0 \) is a dictionary which is initially empty. In this algorithm, 0 denotes initial version. When any user leaves the group, the group key pair is updated to a new version. In our scheme, we denote current version as \( ver \) which is used in later algorithms.

**CertGen(PK, UID, GMK_0) \rightarrow \delta_{\overline{ver}}**: When a user whose identity is UID wants to join a user group, he/she should request a certificate from the group manager. If GM accepts his/her request, GM generates a certificate as \( \delta_{\overline{ver}} = g^{\overline{ver}} \cdot H(UID)^{\overline{ver}} \). Then, GM sends \( \delta_{\overline{ver}} \) to the user through a secure channel.

**KeyGen(PK, GPK_0, S, UID, \delta_{\overline{ver}}) \rightarrow \{DSK_{\overline{ver}}, UP_{\overline{ver}}\}**: TA authenticates the user’s attributes and executes a private key generation algorithm. This algorithm is divided into two steps:

1. TA verifies \( e(g, \delta_{\overline{ver}}) = e(g^{\overline{ver}} \cdot H(UID), g^{\overline{ver}}) \) to check whether the user is a member in the group or not. If the result of verification algorithm is true then go to the second step. Else, the algorithm outputs \( \perp \).

2. TA performs the following operations to obtain a private key corresponding to the attribute set \( S \) and the group identity \( GID \). We assume that the dummy attribute is implicitly included in \( S \).

TA chooses \( r \in \mathbb{Z}_p^* \) for each attribute \( j \in S \), \( r_x \in \mathbb{Z}_p^* \) for the group identity \( GID \) and random numbers \( r, r_1, r_2 \in \mathbb{Z}_p^* \). TA computes \( H(UID)^{\overline{ver}} = \delta_{\overline{ver}} \cdot (g^{\overline{ver}})^\beta \). Then, he computes the private key as follows:

\[
\begin{align*}
DSK_x = \{D_i = g^{(\alpha + \beta r_j)/p} ; \forall j \in S ; \\
D_j = H(UID)^{\overline{ver}} \cdot H(j)^{\overline{ver}} , D_j = g^{\overline{ver}} \} \\
DSK_{GID} = \{D_2 = (g \cdot H(UID))^{\overline{ver}}/p ; \\
D_2 = g^{\overline{ver}} \cdot H(GID)^{\overline{ver}} \}
\end{align*}
\]

TA sends \( DSK_{\overline{ver}} = \{r, r_1, r_2, DSK_x, DSK_{GID}\} \) to the user by a secure channel. TA sends \( UP_{\overline{ver}} = \{UID, d_i = H(UID), d_i = g\cdot H(UID)^{\overline{ver}}\} \) to GM that the user belongs to and GM adds it into the dictionary \( Dic_{\overline{ver}} \).

**Encrypt(PK, GPK_0, M, T) \rightarrow CT_{\overline{ver}}**: When DO intends to upload his file to CSS and share them with the users of a specified group, he first defines an access tree \( T \) and gets the group public key. Only the users in the group whose attributes satisfy \( T \) can perform decryption operation. The access tree is defined as \( T = T_1 \text{ AND } T_2 \) where \( T_1 \) is defined by DO according to access policy.
and $T_2$ is a leaf node associated with the dummy attribute. The encryption operation contains two steps. The first step is performed by local devices, and the second step is outsourced to E-CSP.

**Local encryption:** DO chooses $s_1, s_2 \in Z_p'$ and computes
\[ e(g, g)^{y_{\text{root}}} \cdot e(g, g)^{y_{\text{root}}} \cdot g^{r_{\text{node}}} \cdot g^{y_	ext{attr}}, \text{ and } H(GID)^{\gamma} \]
For the root node $R$ of $T$, DO chooses a 1-degree polynomial with $q_R(0) = s_1$, $q_R(1) = s_{2,2}$, and $q_R(2) = s_{2,2}$. $T_2$ only includes one node, which is associated with the dummy attribute. We denote this node as $R_2$ and associate it with the value $q_R(2)$ equals $s_{2,2}$. DO generates the local ciphertext:

\[ CT_{\text{local}} = \{ \text{version} = \text{ver}, T, GID, C_{\text{ver}} = M \cdot e(g, g)^{y_{\text{root}}}, C_1 = g^{r_{\text{node}}}, C_2 = g^{y_	ext{attr}}, C_3 = H(GID)^{\gamma}, R_2 : C_3 = g^{r_{\text{node}}}, C_3 = H(\text{att}(y))^{y_{\text{attr}}} \}
\]

Finally, DO sends $\{ CT_{\text{local}} \cdot T_1 \cdot s_{2,1} \}$ to E-CSP.

**Outsourced encryption:** When E-CSP receives $\{\text{CT}_{\text{local}}, T_1, s_{2,1}\}$ from DO, it performs the following two steps:

1. $\forall x \in T_1 \ (x$ denotes the node of the tree $T_1)$, E-CSP chooses a random polynomial $q_x$ with degree $d_x = k_x - 1$, where $k_x$ is the secret sharing threshold value in the node $x$. E-CSP chooses a $d_x$ degree polynomial with $q_x(0) = s_{2,1}$ for the root node $R_2$ of $T_1$. $\forall x \in T_1 \setminus R_2$, E-CSP chooses a $d_x$ degree polynomial with $q_x(0) = q_{\text{parent}(x)}(\text{index}(x))$.

2. E-CSP generates the outsourced ciphertext: $CT_{\text{out}} = \{ \text{version} = \text{ver}, T, GID, C_{\text{ver}} = M \cdot e(g, g)^{y_{\text{root}}}, C_1 = g^{y_{\text{root}}}, C_3 = H(\text{att}(y))^{y_{\text{attr}}} \}$ where $Y$ is the set of leaf nodes of $T_1$. Finally, E-CSP combines $CT_{\text{local}}$ and $CT_{\text{out}}$ to get a complete ciphertext $CT_{\text{ver}}$ and stores it in CSS. The complete ciphertext is as follows:

\[ CT_{\text{ver}} = \{ \text{version} = \text{ver}, T, GID, C_{\text{ver}} = C_1, C_2, C_3, \}
\]

where $Y = Y \cup \{R_2\}$ is the set for leaf nodes of $T$.

**GroupUpdate(\text{PK}, \text{GMK}_{\text{ver}+1}, \text{Dic}_{\text{ver}+1}) \rightarrow \{ \text{GMK}_{\text{ver}+1}, \text{GPK}_{\text{ver}+1}, \text{Re} - \text{Key}_{\text{ver}+1}, \text{Dic}_{\text{ver}+1} \}$: Whenever any user leaves the group, the group key pair is updated to a new version. This algorithm can be finished in two steps:

1. GM chooses $\gamma_{\text{ver}+1} \in Z_p^\ast$ as a updated group master key $\text{GMK}_{\text{ver}+1} = \{ \gamma_{\text{ver}+1} \}$. GM then computes $g^{\gamma_{\text{ver}+1}}$ and $e(g, g)^{\gamma_{\text{ver}+1}}$. The updated group public key is $\text{GPK}_{\text{ver}+1} = \{ \text{GID} \cdot g^{\gamma_{\text{ver}+1}} \cdot e(g, g)^{\gamma_{\text{ver}+1}} \}$. GM computes a re-encryption key $\text{Re} - \text{Key}_{\text{ver}+1} = g^{(\text{Ver-Enc}(\text{ver}+1) / \text{ver}+1)}$ to perform following re-encryption operation.

2. For each user in the group, GM updates the current tuple $UP_{\text{ver}}$ as $UP_{\text{ver}} = \{ \text{UID}, d_{\text{ver}} = H(\text{UID})^{\gamma_{\text{ver}+1}}, d_2 = (g \times H(UID))^{(\text{Ver-Enc}(\text{ver}+1) / \text{ver}+1)} \}$ and sends it to the user to perform following user update operation.

**UserUpdate(DSK_{\text{ver}}, UP_{\text{ver}}) \rightarrow DSK_{\text{ver}+1}$ : On receiving $UP_{\text{ver}+1}$, each user in his private key by himself. We denote this process as follows:

\[ \forall j \in S : D_j = D_j \cdot H(\text{UID})^{\gamma_{\text{ver}+1}} \cdot H(j)^{\gamma_{\text{ver}+1}} \]

The updated private key is as follows:

\[ DSK_s^x = \{ D_s = g^{(\text{Enc}(s, j)) / \text{ver}+1}, \forall j \in S \}; \quad D_j = H(\text{UID})^{\gamma_{\text{ver}+1}}, D_j = g^{(\text{Enc}(s, j)) / \text{ver}+1} \]

\[ DSK_{\text{GM}} = \{ D_s = (g \times H(GID))^{\gamma_{\text{ver}+1}}, D_j = g^{(\text{Enc}(s, j)) / \text{ver}+1} \}
\]

$Re - \text{Encrypt}(CT_{\text{ver}}, \text{Re} - \text{Key}_{\text{ver}+1}, DSK_{\text{ver}+1}) \rightarrow CT_{\text{ver}+1}$: After updating the keys, GM applies for re-encryption operation from CSS. Therefore, the ciphertexts stored in CSS are no longer decrypted using the keys of prior version. During this process, CSS is unable to decrypt the ciphertexts through re-key. The re-encryption operation is performed by CSS as follows:

\[ C_{\text{ver}+1} = C_{\text{ver}} \cdot e(\text{Re} - \text{Key}_{\text{ver}+1}, C_2) = M \cdot e(g, g)^{\gamma_{\text{ver}+1}} \cdot e(g^{(\text{Enc}(s, j)) / \text{ver}+1}, g^{(\text{Enc}(s, j)) / \text{ver}+1}) = M \cdot e(g, g)^{\gamma_{\text{ver}+1}} \]

The new ciphertext is:

\[ CT_{\text{ver}+1} = \{ \text{version} = \text{ver}+1, T, GID, C_{\text{ver}+1}, C_2, C_3, \forall y \in Y : C_1, C_3 \}
\]

**Decryption(CT_{\text{ver}+1}, DSK_{\text{ver}+1}, PK) \rightarrow M$ : DU downloads and decrypts the ciphertext stored in CSS by his virtue of holding the required attributes and belonging to the specified group. During decrypting process, there are a lot of binary pairing operations, which are computationally expensive. To reduce the computation cost, we outsource the pairing operations to D-CSP, on the condition that the data content is still protected from being exposed. The decryption operation contains two steps. The first step is that D-CSP performs partial decryption. The second step is that DU decrypts mediate results to get plaintext.

**Outsourced decryption:** DU sends the ciphertext $CT_{\text{ver}+1}$ and his partial private key $\{ DSK_s, DSK_{\text{GM}} \}$ to D-CSP. D-CSP checks whether DU’s attributes satisfy the access tree $T$ and DU is a member in the group defined in the ciphertext. If so, D-CSP performs following three steps:

1. D-CSP performs a recursive decryption function $\text{DecryptNode}(CT_{\text{ver}+1}, DSK_s, x)$, where $DSK_s$ is private key associated with a set of attributes $S$ and $x$ is a node in $T$. Let $i = \text{att}(x)$ if the node $x$ is a leaf node. If $i \not\in S$, the function

\[ \text{DecryptNode}(CT_{\text{ver}+1}, DSK_s, x) \]

is defined as follows:

\[ \text{DecryptNode}(CT_{\text{ver}+1}, DSK_s, x) = \text{e}(D_i, C_i) = \text{e}(C_i, D_i) = e(H(\text{att}(x))^{\gamma_{\text{ver}+1}}, g^{(\text{Enc}(s, j)) / \text{ver}+1}) = \frac{e(H(\text{att}(x))^{\gamma_{\text{ver}+1}}, g^{(\text{Enc}(s, j)) / \text{ver}+1})}{e(H(\text{att}(x))^{\gamma_{\text{ver}+1}}, g^{(\text{Enc}(s, j)) / \text{ver}+1})} = e(H(\text{att}(x))^{\gamma_{\text{ver}+1}}, g^{(\text{Enc}(s, j)) / \text{ver}+1}) = F_x
\]

If $i \not\in S$, $\text{DecryptNode}(CT_{\text{ver}+1}, DSK_s, x) = \bot$ is defined. The
function DecryptNode(CT_{ver+1}, DSK_y, x) performs recursive operation if x is a non-leaf node. For those child nodes z in x, it calls DecryptNode(CT_{ver+1}, DSK_y, z) and denotes the output as F_z. Let S_i represent an arbitrary k_i sized set of child nodes z such that F_z \neq \bot. If such set does not exist, it means that the node is not satisfied and the function responds \bot. Otherwise, D-CSP computes

\[
F_i = \prod_{z \in S_i} F_{z(i)}^{\chi_z(z)} = \prod_{z \in S_i} \left( (e(H(UID), g)^{\chi_z(z)})^{\chi_z(z)} \right)
\]

\[
= \prod_{z \in S_i} \left( e(H(UID), g)^{\chi_z(z)} \right) = e(H(UID), g)^{\chi_{S_i}(i)} = e(H(UID), g)^{\chi_{S_i}(z)}
\]

where i = index(z), S_i = \{index(z) : z \in S_i\}.

If DU’s attributes satisfy the access tree T, the function DecryptNode(CT_{ver+1}, DSK_y, x) finally obtains the following result:

\[
F_R = DecryptNode(CT_{ver+1}, DSK_y, R) = e(H(UID), g)^{\chi_{S_R}(R)} = e(H(UID), g)^{\chi_{S_R}(i)}
\]

where R denotes the root node in T.

(2) If DU is a member in the group that defined by DO, D-CSP generates a true result through calling the function DecryptNode(CT_{ver+1}, DSK_y, GID) as follows:

\[
F_g = DecryptNode(CT_{ver+1}, DSK_y, GID) = e(D_1, D_2) = e(C_i, D_g) = e(g^{\chi_2 \times H(GID)^{\chi_2}, g^h}) = e(H(UID), g)^{\chi_2 \times H(GID)^{\chi_2}} = e(g, g)^{\chi_2 \times H(GID)^{\chi_2} / e(H(UID), g)^{\chi_2}}
\]

(3) Then D-CSP computes:

\[
B_i = e(C_i, D_i) = e(g^{\beta_i}, g^{\alpha_i}) = e(g, g)^{\alpha_i + \beta_i}
\]

\[
B_2 = e(C_i, D_2) = e(g^{\beta_i}, (g \times H(UID))^{\chi_2 \times H(GID)^{\chi_2}} = e(g, g)^{\chi_2 \times H(GID)^{\chi_2}}
\]

At last, D-CSP sends \{C_{ver+1}, F_R, F_g, B_1, B_2\} to DU.

Local decryption: On receiving \{C_{ver+1}, F_R, F_g, B_1, B_2\}, DU computes

\[
F_R = F^{\chi_{S_R}(i)}_R = e(H(UID), g)^{\chi_{S_R}(i)}
\]

\[
F_g = F^{\chi_{S_R}(i)}_g = e(g, g)^{\chi_{S_R}(i)}
\]

\[
B_1 = B^{\chi_{S_R}(i)}_1 = e(g, g)^{\chi_{S_R}(i)} \cdot B_2 = B^{\chi_{S_R}(i)}_2 = e(g, g)^{\chi_{S_R}(i)} \cdot e(g, H(UID))^{\chi_{S_R}(i)}
\]

Then DU recovers the original message through following operation:

\[
\frac{C_{ver+1} \cdot F_R \cdot F_g}{B_1 \cdot B_2}
\]

\[
= \frac{M \cdot e(g, g)^{\chi_{S_R}(i) \times \chi_{S_R}(i)} \cdot e(H(UID), g)^{\chi_{S_R}(i)} \cdot e(g, g)^{\chi_{S_R}(i)}}{e(g, g)^{\chi_{S_R}(i) \times \chi_{S_R}(i)} \cdot e(g, g)^{\chi_{S_R}(i)} \cdot e(g, H(UID))^{\chi_{S_R}(i)}}
\]

\[
= M
\]

6 Security Analysis

The main issue in our scheme is to withstand the collusion attack between the revoked users and existing users. Nonetheless, our scheme can resist such attack through embedding user’s certificate from GM into the private key for each user.

Theorem 1. Suppose the hash function H is a random oracle. Our CP-ABE with user revocation is secure against chosen plaintext attack under the selective model if the DCDH assumption holds. Concretely, if there exists an adversary A that can break our scheme with the advantage \epsilon after q_1 Type-II queries and q_\parallel Type-II queries, we can construct an algorithm B that can solve the DCDH problem with the advantage:

\[
Adv_A \leq \frac{2^{z_0} \cdot q_1}{q_\parallel}
\]

Proof. The challenger generates the parameter \{g, G, G_1, \alpha, \beta\} where G, G_1 are cyclic groups with large prime order q and \alpha is a generator in G. The challenger randomly selects \alpha, \beta \in Z^*_q and submits (A, B) = (g^\alpha, g^\beta) to B. The goal of algorithm B is to output g^\alpha through interacting with A as follows.

Init: The adversary A selects the challenge access tree T_i, group identity GID_i, and version number ver_i and sends them to algorithm B.

Setup: To produce the parameter and group public key, algorithm B performs the following steps:

(1) B picks \alpha, \beta \in Z^*_q randomly and computes g^\alpha, e(g, g)^\alpha to form the public parameter PK = \{G, g, g^\alpha, e(g, g)^\alpha\}. The corresponding master key is MK = \{\beta, g^\alpha\}.

(2) B picks \gamma_{0, 1}, \ldots, \gamma_{ver-1} \in Z_q randomly and computes \{g^{\gamma_{ver}}, \ldots, g^{\gamma_0}, \ldots, g^{\gamma_{ver-1}}\} = \{g^{\gamma_{ver}} \cup \{B\}_{ver} \cup \{e(g, g)^{\gamma_{ver}} \cup \{e(g, B)\}_{ver}\} to generate the group public key as GPK_{ver} = \{GID', g, e(g, g)^\gamma_{ver}, GID, \beta, e(g, B)\}_{ver}\. The corresponding group master key is GMM = \{\gamma_{ver} \cup \{b\}_{ver}, where b is unknown to B.

Algorithm B sends the public parameter PK and the group public keys GPK_{ver\cup\{\alpha\}} to A.

H-queries: A issues queries to the hash function H for user identity, group identity, and attribute. To answer these queries, B keeps three lists H_{uid}, H_{gid}, and H_{attr} which are initially empty.

(1) H_{uid} is a query for user identity UID. If UID already appears in H_{uid} as \{\{UID, H, i, c_i\}\} then B returns H_{uid}(uid) = H_i. Otherwise, B flips a fair coin c_i \in \{0, 1\} so that Pr[c_i = 1] = \delta. If c_i = 0, B randomly
selects \( l_j \in \mathbb{Z}_p^* \) and adds the tuple \( \langle UID_j, H_i = g^l, l, c_j \rangle \) into \( H_{uid}^{\text{init}} \); if \( c_j = 0 \), B randomly selects \( l_j \in \mathbb{Z}_p^* \) and adds the tuple \( \langle UID_j, H_i = A^l, l, c_j \rangle \) into \( H_{uid}^{\text{init}} \). Then, B responds to A with \( H(UID) = H_i \).

(2) \( H_{gid} \) is a query for group identity \( GID_j \). If \( GID_j \) already appears in \( H_{gid}^{\text{init}} \) as \( \langle GID_j, H_i, c_j \rangle \) then B returns \( H(GID_j) = H_i \). Otherwise, B randomly selects \( m_j \in \mathbb{Z}_p^* \) and adds the tuple \( \langle GID_j, H_i = g^{m_j}, m_j \rangle \) into \( H_{gid}^{\text{init}} \) and responds to A with \( H(GID_j) = H_i \).

(3) \( H_{att} \) is a query for attribute \( Att_i \). If \( Att_i \) already appears in \( H_{att}^{\text{init}} \) as \( \langle Att_i, H_i, c_j \rangle \) then B returns \( H(Att_i) = H_i \). Otherwise, B randomly selects \( n_j \in \mathbb{Z}_p^* \) and adds the tuple \( \langle Att_i, H_i = g^{n_j}, n_j \rangle \) into \( H_{att}^{\text{init}} \) and responds to A with \( H(Att_i) = H_i \).

**Phase 1:** In this process, B maintains two lists \( Key_{i}^{\text{init}} \) and \( Key_{\text{init}}^{\text{ii}} \) (initially empty) and responds queries as follows:

- Type-I query:
  Certificate query \( \langle UID_i, GID', ver \rangle \) where \( ver < ver' \).
  We assume that \( UID_i \) appears in \( H_{uid} \) as \( \langle UID_i, H_i, l, c_j \rangle \) (If not, B executes a query himself as in \( H_{uid}^{\text{init}} \)). B returns \( \delta_{ver} = g^{B \cdot ver} \cdot A^{l \cdot ver} \) if \( c_j = 1 \) or \( \perp \) if \( c_j = 0 \).

Private key query \( \langle UID_i, GID', S, ver \rangle \) where a set of attributes \( S \) satisfies the access tree \( T^* \) and \( ver < ver' \). If \( UID_i \) already appears in \( Key_{i}^{\text{init}} \) as \( \langle UID_i, DSK_{ii}, l, c_j \rangle \) then the algorithm B reports failure and terminates. Otherwise, B gets \( \langle UID_i, H_i, l, c_j \rangle \) from \( H_{uid}^{\text{init}} \) and \( \langle GID', H^*, m^* \rangle \) from \( H_{gid}^{\text{init}} \).

B chooses \( r_j \in \mathbb{Z}_p^* \) for each attribute \( j \in S \), \( r_k \in \mathbb{Z}_p^* \) for the group identity \( GID' \) and random number \( r_t, t_k \in \mathbb{Z}_p^* \). B computes the private key as follows:

\[
\begin{align*}
DSK_S &= \{D_j = g^{(l \cdot ver) \cdot r_j}, \forall j \in S; D_j = A^{l \cdot ver} \cdot H(j)^{r_j}, D_j = g^{r_j}\} \\
DSK_{gid} &= \{D_2 = (g \cdot A^{l \cdot ver} \cdot D_j) \cdot H(j)^{r_j}, D_j = g^{r_j}\} \\
B \text{ sends } DSK_{ii} = \{t_k, r_k, DSK_{s}, DSK_{gid}\} \text{ to the adversary } A \text{ and adds } \langle UID_i, DSK_{ii} \rangle \text{ into } Key_{\text{init}}^{\text{ii}}.
\end{align*}
\]

- Type-II query:
  Certificate query \( \langle UID_i, GID', ver' \rangle \). We assume that \( UID_i \) appears in \( H_{uid}^{\text{init}} \) as \( \langle UID_i, H_i, l, c_j \rangle \) (If not, B executes a query himself as in \( H_{uid}^{\text{init}} \)). Otherwise, B returns \( \delta_{ver'} = B^{r} \cdot B^{l} \) if \( c_j = 0 \) or \( \perp \) if \( c_j = 1 \).

Private key query \( \langle UID_i, GID', S, ver \rangle \) where a set of attributes \( S \) does not satisfy the access tree \( T^* \) and \( ver = ver' \). If \( UID_i \) already appears in \( Key_{i}^{\text{init}} \) as \( \langle UID_i, DSK_{ii}, l, c_j \rangle \), B outputs failure and terminates. If \( UID_i \) already appears in \( Key_{\text{init}}^{\text{ii}} \) as \( \langle UID_i, DSK_{ii}, l, c_j \rangle \), B replies A with \( DSK_{ii} \). Otherwise, B gets \( \langle UID_i, H_i, l, c_j \rangle \) from \( H_{uid}^{\text{init}} \) and \( \langle GID', H^*, m^* \rangle \) from \( H_{gid}^{\text{init}} \). B chooses \( r_j \in \mathbb{Z}_p^* \) for each attribute \( j \in S \), \( r_k \in \mathbb{Z}_p^* \) for the group identity \( GID' \) and random number \( r_t, t_k \in \mathbb{Z}_p^* \). B calculates the private key as follows:

\[
\begin{align*}
DSK_S &= \{D_1 = g^{(l \cdot ver) \cdot r_j}, \forall j \in S; D_j = B^{r_j} \cdot H(j)^{r_j}, D_j = g^{r_j}\} \\
DSK_{gid} &= \{D_2 = B^{r_j} \cdot H(j)^{r_j}, D_j = g^{r_j}\} \\
B \text{ sends } DSK_{ii} = \{t_k, r_k, DSK_{s}, DSK_{gid}\} \text{ to the adversary } A \text{ and adds } \langle UID_i, DSK_{ii} \rangle \text{ into } Key_{\text{init}}^{\text{ii}}.
\end{align*}
\]

**User update query** \( \langle UID_i, ver, DSK_{ii} \rangle \) where \( UID_i \) has appeared in Type-I private key query and \( ver < ver' - 1 \). B gets \( \langle UID_i, H_i, l, c_j \rangle \) from \( H_{uid}^{\text{init}} \) and computes \( d_j = A^{l \cdot ver} \cdot H(j)^{r_j}, D_j = g^{r_j} \). Then, B sends \( Up_{ver+1} = \langle UID_i, d_1, d_2 \rangle \) to the adversary \( A \). A updates his private key through running the algorithm \( UserUpdate(DSK_{ii}, Up_{ver+1}) \).

**Re-encryption query** \( \langle CT_{ver}, GID' \rangle \) where \( CT_{ver} \) is the ciphertext and \( ver < ver' \). B first computes the re-encryption key as \( Re-Ke_{ver' \rightarrow ver+1} = g^{(r_j + r_k \cdot t_k)} \) and runs \( Re-Encrypt(CT_{ver}, Re-Ke_{ver' \rightarrow ver+1}) \) to generate a new ciphertext \( CT_{ver+1} \). Then B responds with \( CT_{ver+1} \) to the adversary \( A \).

**Challenge:** Once A checks that Phase 1 ends, it submits two plaintexts \( M_0 \) and \( M_1 \) with equal length to B. The algorithm B randomly selects \( b \in (0,1) \) and performs as follows:

1. B randomly chooses \( s_i, s_j \in \mathbb{Z}_p^* \) and gets \( \langle GID', H^*, m^* \rangle \) from \( H_{gid}^{\text{init}} \).
2. B sets the challenge ciphertext as:
   \[
   CT_b = \langle \text{version} = \text{ver'}, T^*, GID', C_1 = M_{b \cdot e(g,g)^{\text{ver'}} - e(g,B)^{\text{ver'}}}; \\
   C_1 = g^{p_1}, C_2 = g^{p_2}, C_3 = g^{p_3}, C_4 = (H)^{p_4}; \\
   \forall y \in Y; C_5 = g^{p_5} \cdot C_4 = H(\text{aff}(y))^{p_5} \rangle
   \]
   where, \( Y \) is the set for leaf nodes of \( T^* \), \( q(0) \) of each \( y \in Y \) is produced as in the encryption algorithm. Finally, B sends \( CT_b \) to the adversary \( A \).

**Phase 2:** A proceeds to launch queries not issued in Phase 1 and B replies as in phase 1.

**Guess:** At last, B ignores A’s output and selects a \( DSK_{ii} \) randomly which is a response in Type-I query and a \( DSK_{ii} \) randomly which is a response in Type-II query.
query. The theoretical evidence is that if A is able to decrypt the challenge ciphertext $CT_2$, he must have got two keys that $D_2$ of $DSK_{i,j}$ matches $D_1$ of $DSK_{i,i}$. We denote $\{UID_2,H_2,l_1,c_1=1\}$ corresponds to $DSK_{i,i}$, and $\{UID_2,H_2,l_1,c_1=0\}$ corresponds to $DSK_{i,j}$, We formulate above theory evidence as $B'_2=(H,\gamma^\omega)$. The equation is equivalent to $g^{b'_2}=g^{-\delta_{\gamma}^\omega}$, So, B finally outputs $g^{b'_2}=g^\omega$ as his answer.

If B does not return \( \bot \) during phase 1 then A’s view is identical to its view in the real attack. To complete the proof it remains to calculate the probability that B succeeds during the simulation. Suppose A makes $q_1$ Type-I queries and $q_2$ Type-II queries. Then the probability that B does not return \( \bot \) in phases 1 is $\delta^{q_1} \cdot (1-\delta^{q_2})$ (to make it brief, we assume that $q_2=q_1$). This value is maximized when $\delta = \frac{1}{2}$. Therefore, the probability that B succeeds during the simulation is $\frac{1}{(1-\delta^{q_1})} \cdot \frac{1}{q_1 \cdot q_1}$. This shows that B’s advantage is at most $\frac{2^{\delta q_1}}{\delta q_1} \cdot q_1 \cdot q_1$.

7 Efficiency Analysis and Experiment

7.1 Efficiency Analysis

We implement our scheme and the scheme [8] on Windows system with an Intel Core i3 CPU 2.13GHz and 2.00GB RAM. In this process, java pairing-based cryptography (JPBC) library version 2.0.0 [28] is used. It is a port of the pairing-based cryptography (PBC) library [29] in C. A comparison of component size between our scheme and the scheme [8] is shown in Table 2, where Nu, Na, and Nt denote the number of data owners, user’s attributes and leaf nodes in access tree, respectively. In Table 2, our scheme needs a little more storage space than scheme [8], but it is so slight with the increasing of user’s attributes and the growing of the access tree complexity. However, the size for public key of the scheme [8] is associated with the number of data owners while the size for public key of our scheme is constant.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>PK</th>
<th>GPK</th>
<th>private key</th>
<th>ciphertext Re-key</th>
</tr>
</thead>
<tbody>
<tr>
<td>[8]</td>
<td>763+264</td>
<td>132</td>
<td>160+288 Na</td>
<td>1128+296( Nt-2)</td>
</tr>
<tr>
<td>Our Scheme</td>
<td>1023</td>
<td>282</td>
<td>602+288 Na</td>
<td>1286+296( Nt-2)</td>
</tr>
</tbody>
</table>

To compare our scheme with the scheme [8] in actual operation, we run all the algorithms of the two schemes five times respectively and calculate average values. We show them in Fig. 4. All the algorithms are coded using java under a default condition that the access tree contains fifty leaf nodes and the private key satisfies the access tree. From Fig. 4, we find out that our scheme is similar with the scheme [8] in efficiency. Additionally, our scheme also needs two exponent operations (one of which can be pre-computed) and one multiplication operation to generate certificate, which cost about 50 milliseconds. Considering that our scheme resists collusion attack performed by the revoked users cooperating with existing users while the scheme [8] does not, our scheme is more practical.
7.2 Application

To reduce the heavy computation burden on users, we introduce the outsourcing technique into our scheme. We outsource most of computation load to E-CSP and D-CSP and leave very small computation cost to local devices. To prove that our scheme is efficient for resource constrained devices, we transplant our code on an android platform MOTOROLA XT615 with a single-core 800MHz and 512MB RAM. To simulate the factual environment, we develop a simple image storage application which contains a client and a server. The server is deployed on PC to simulate cloud service providers including E-CSP and D-CSP. In fact, actual cloud service providers are much stronger than our PC in computation ability. So, we pay more attention on the computation cost performed on mobile phones.

In our application, we use AES algorithm to encrypt image. Our ABE scheme is used to encapsulate AES key, which achieves fine-grained access control and efficient user revocation. In Fig. 7 and Fig. 8, the time used on server linearly grows with the growing of the access tree complexity, which also indicates that burdensome operation is outsourced to E-CSP and D-CSP. In practice, the time used on server is quite small because actual cloud service providers are much strong in computation ability. The red lines show that local encryption uses about 3.8s and local decryption uses about 300ms, which are relatively fixed and much short. Through such experiment, we prove our scheme is efficient for resource constrained devices such as mobile phones. In conclusion, our scheme can be used in cloud storage system that requires the abilities of user revocation and fine-grained access control.

8 Conclusion

In this article, we provided a formal definition and security model for CP-ABE with user revocation. We also construct a concrete CP-ABE scheme which is CPA secure based on DCDH assumption. To resist collusion attack, we embed a certificate into the user’s private key. So that malicious users and the revoked users do not have the ability to generate a valid private key through combining their private keys. Additionally, we outsource operations with high computation cost to E-CSP and D-CSP to reduce the user’s computation burdens. Through applying the technique of outsourcing, computation cost for local devices is much lower and relatively fixed. The results of our experiment show that our scheme is efficient for resource constrained devices.
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